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Consensus and related problems 

Consensus 

 

Byzantine generals 

 

Interactive consistency 
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Consensus 

 How do a group of processes come to a decision?  

 

 Suppose a number of generals want to attack a target. They know that 
they will only succeed if they all attack. If anybody backs out then it is 
going to be a defeat.  

 

 The example becomes more complicated if one of the generals  

     becomes a traitor and starts to try and confuse the other generals. By 
saying yes I’m going to attack to one and no I’m not to another.  

 

 How do we reach consensus when there are Byzantine failures? It 
depends on if the communication is synchronous or asynchronous 
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System model 

We have N processes P=(p1, p2, …, pN) 

 

Communication is reliable 

 

Processes  may fail (arbitrary and crash) 

 

Assume that signing does not happen (digital 
signing makes it impossible for a faulty process 
to make a false claim about the values that a 
correct process has sent to it) 
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Problem definitions 

 Each process pi starts in the undecided state 

 And then proposes a single value vi from a set D 

(i=1,2,…,N) 

 The processes communicate with each other through 

exchanging values 

 Each process then sets the value of a decision variable di 

 It enters the decided state and may no longer change di 

 

     



Instructor’s Guide for  Coulouris, Dollimore and Kindberg   Distributed Systems: Concepts and Design   Edn. 4    

©  Pearson Education 2005  

Consensus for three processes 

1

P2

P3 (crashes)

P1

Consensus algorithm

v1=proceed

v3=abort

v2=proceed

d1 :=proceed d2:=proceed
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Requirements 

Termination: Eventually each correct process sets 

its decision variable 

 

Agreement: The decision value of all correct 

processes is the same 

 

Integrity: If the correct processes all proposed the 

same value, then any correct process in the 

decided state had chosen that value 

 Differences between Agreement and Integrity? 

Agreement: correct processes can propose different values but 

eventually the decision value of all correct processes is the same. 

Integrity: correct processes ALL proposed the SAME value, then 

any correct process in the decided state had chosen that value. 
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If processes cannot fail 

The consensus problem is easy to solve 

Each process reliably multicast its proposed value 

to the members of the group 

Each process waits until it has collected all N 

values (including its own) 

It then evaluates the function majority(v1, v2, …, 

vN), which returns the value that occurs most 

often among its arguments, or the special value 

not belong to D 

All the three requirements are satisfied 
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If a process can crash or fail in arbitrary ways 

If processes can crash then it is not clear whether 
a run of the consensus algorithm can terminate 
(asynchronous) 

 

If processes can fail in arbitrary ways, then faulty 
processes can in principle communicate random 
values to the others 

 

In this case, correct processes must compare 
what they have received with what other 
processes claim to have received 
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Byzantine generals problem 

 3 or more generals are to agree to attack or to retreat 

 One, the commander, issues the order 

 The others are to decide to attack or retreat 

 But one or more of the generals may be “treacherous” 

(faulty) 

 If the commander is treacherous, he proposes attacking 

to one general and retreating to another 

 If a normal general is treacherous, he tells one of his 

peers that the commander told him to attack and 

another that they are to retreat 
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The three requirements 

Termination: Eventually each correct process sets 

its decision variable 

 

Agreement: The decision value of all correct 

processes is the same. 

 

Integrity: If the commander is correct, then all 

correct processes decide on the commander’s 

value 
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Difference from the general consensus? 

The difference here is that in the byzantine 

general problem a distinguished process 

supplies a value that the others are to agree 

upon, instead of each of them proposing a 

value. 
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Interactive consistency 

Another variant of consensus, in which every 

process proposes a single value 

 

The goal is for the correct processes to agree on a 

vector of values (decision vector), one for each 

process  

 

For example, the goal could be for each of a set of 

processes to obtain the same information about 

their respective states 
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3 requirements 

Termination: Eventually each correct process sets 

its decision variable 

 

Agreement: The decision vector of all correct 

processes is the same. 

 

Integrity: If pi is correct, then all correct processes 

decide on vi as the ith component of their vector 
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Consensus in a synchronous system 

Use a basic multicast protocol 

Assume that up to f of the N processes exhibit 
crash failures (not arbitrary failures) 

To reach consensus, each correct process collects 
proposed values from the other processes 

The algorithm proceeds in f+1 rounds, in each of 
which the correct processes B-multicast the values 
between themselves 

The algorithm guarantees that at the end of the 
rounds all the correct processes that have 
survived are in a position to agree 
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Algorithm 
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The three properties 

Termination is obvious because the system is 

synchronous 

 

Each process arrives at the same set of values at 

the end of the final round 

 

Thus, agreement and integrity will follow because 

the processes apply the minimum function to this 

set 
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