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Abstract Security-sensitive applications that access and
generate large data sets are emerging in various areas in-
cluding bioinformatics and high energy physics. Data grids
provide such data-intensive applications with a large virtual
storage framework with unlimited power. However, conven-
tional scheduling algorithms for data grids are unable to
meet the security needs of data-intensive applications. In this
paper we address the problem of scheduling data-intensive
jobs on data grids subject to security constraints. Using a
security- and data-aware technique, a dynamic scheduling
strategy is proposed to improve quality of security for data-
intensive applications running on data grids. To incorpo-
rate security into job scheduling, we introduce a new per-
formance metric, degree of security deficiency, to quantita-
tively measure quality of security provided by a data grid.
Results based on a real-world trace confirm that the pro-
posed scheduling strategy significantly improves security
and performance over four existing scheduling algorithms
by up to 810% and 1478%, respectively.
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1 Introduction

A grid is a collection of geographically dispersed comput-
ing resources, providing a large virtual computing system to
users [2]. There are four commonly used kinds of resources
in grids: computation, storage, software, and communica-
tions. Data grids have been developed to integrate heteroge-
neous data archives stored in a large number of geographi-
cally distributed sites into a single virtual data management
system [1]. Furthermore, data grids provide diverse services
to fit the needs of high-performance and data-intensive com-
puting [6].

There have been some efforts to develop data-intensive
applications like bioinformatics and high energy physics in
data grid environments [7, 10]. In recent years, many stud-
ies addressed the issue of scheduling for data grids [5, 7].
Although existing scheduling algorithms provide high per-
formance for data-intensive applications, these algorithms
are not adequate for data-intensive applications that are
security-sensitive in nature.

Security services are critically important to a variety of
security-sensitive applications on grids in general [9] and
data grids in particular. This is because sensitive data and
processing require special safeguard and protection against
unauthorized access. Much attention has been focused on
security for applications running on grids [3, 4, 9]. Our
proposed scheduling strategy for security-sensitive jobs is
complementary to existing security techniques for grids in
the sense that an additional improvement in security can be
achieved by combining our strategy with the existing grid
security services.

Very recently, Song et al. proposed security-driven sched-
uling algorithms for grids [8]. We proposed an array of
security-aware scheduling algorithms for applications with
timing constraints on single machines 0, clusters [11], and
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Fig. 1 System model of a data grid

grids [12]. The above algorithms can improve security and
performance of various applications. However, these algo-
rithms have no inherent capability of supporting data girds
due to the ignorance of heterogeneous resources and data
sets read/write by applications.

In data grids, a growing number of applications have both
security and data constraints. In this regard, we are moti-
vated to introduce a new concept of degree of security defi-
ciency. Additionally, a scheduling strategy is proposed to en-
hance security of data-intensive applications on data grids.
The main contributions of this study include: (1) a model
for data-intensive applications with security requirements;
(2) a concept of degree of security deficiency; (3) consid-
erations of datasets accessed and generated by applications;
(4) integration of security heterogeneity into job scheduling;
(5) a scheduling strategy for data-intensive applications on
data grids.

The rest of the paper is organized in the following
way. Section 2 presents a system model used to construct
the scheduling strategy. The risk-free probability and the
scheduling strategy are detailed in Sect. 3. Section 4 dis-
cusses experimental results that confirm the validity of the
proposed scheduling strategy. Section 5 concludes the paper
with summary and future research directions.

2 System and job models

We model a data grid as a network of n heterogeneous sites
with various system architectures. Each site in the data grid
is comprised of data stores and computational facilities. Let
M = {M1,M2, . . . ,Mn} denote a set of sites, each of which
represents a pair Mi = (Ni,Di,Pi), where Ni is a set of

nodes residing in the site, Di is an array of data sets accessed
and generated by data-intensive jobs, Pj = (p1

j ,p
2
j , . . . , p

q
j )

is a vector characterizing the security levels provided by the
site.

Figure 1 shows the system model of a data grid. Each site
has a job acceptor that accommodates arrival jobs submit-
ted by multiple users. If a job is allocated to a remote site,
it will be dispatched to the other site through a high-speed
network. Otherwise, it will be placed into a local queue man-
aged by a local scheduler. The function of dataset manager is
three-fold. (1) It monitors local datasets. If the popularity of
a dataset exceeds a threshold value, the dataset manager will
automatically replicate the dataset to a remote site. (2) It ac-
cepts dataset requests issued by the local scheduler. When a
job needs a remote dataset to run, the local scheduler passes
a dataset request to the dataset manager. (3) If a dataset re-
quest is sent from the local scheduler, the dataset manager
will deliver the request to a destination site.

Each data-intensive jobs considered in this study consists
of a collection of tasks performed to accomplish an over-
all mission. Without loss of generality, we assume that tasks
in a job are independent of one another. A job is modeled
as a set of parameters, e.g., J = (a,u,E, c, d,L,SC,SD),
where a is the arrival times, u is the number of requested
nodes, c is the size of the job code, d denotes the size of in-
put/output data set, and L represents a group of sites where
the data set is stored. E is a vector of execution times for the
job on each site in M , and Ei = (e1

i , e
2
i , . . . , e

n
i ). The secu-

rity requirement of job J is modeled by a vector of security
levels, e.g., SC = (sc1, sc2, . . . , scq), where q is the num-
ber of required security services. sck is the required security
level of the kth security service. Similarly, the security re-
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quirement of the job’s data set is modeled by a vector of
security levels, e.g., SD = (sd1, sd2, . . . , sdq).

3 Security overhead model

We introduce in this section a security overhead model for
data-intensive jobs running on a data grid. Detailed informa-
tion about the security overhead model can be found in [12].

First, we consider a case where input data is locally avail-
able and processing is performed on the local site. Let sck

i

and ck
j (sc

k
i ) be a security level and the overhead of the kth

security service for job Ji . Likewise, let sdk
i and ck

j (sd
k
i )

denote a security level and the overhead of the kth security
service for the job’s data set. The security overhead cij ex-
perienced by job Ji on local site Mi where the data set is
available can be computed as a sum of times spent in se-
curing the application code and data set. Thus, we have the
following equation, where sck ∈ SC and sdk ∈ SD.
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Second, we derive an expression to calculate the security
overhead of a locally executed job Ji accessing its remote
data set. In this scenario, job’s data set needs to be fetched
from the remote site through networks. Suppose there are
p number of security services provided for a link between
site v and site j . The security overhead of the kth security
service for the data set delivered from site v to site j is ex-
pressed as ck

vj (sd
k
i ). The total security overhead is the sum

of the security overhead caused by data transfer, application
code, and data set protections. Therefore, the security over-
head in this case can be written as:
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Third, Expression (3) is used to compute the security
overhead of a remotely executed job Ji that accesses its data
set on a local site. Thus, the application code needs to be
transmitted to the remote site where the data is stored. The
security overhead of the kth security service for transmitting
the application code from remote site v to local site j is de-
noted by ck

vj (sc
k
i ). Finally, the total security overhead in this

case can be calculated as:
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where the two terms on the right-hand side of (3) are the
security overhead incurred in securing the application code
transfer, application code, and data set.

Last, we consider the security overhead of a job executed
on a remote site to which the job’s data set is moved. In
this scenario, the security overhead includes two major cat-
egories of cost: (a) overhead of security services for trans-
mitting the application code and data set; (b) time spent in
securing the job’s code and data set. Thus we have the fol-
lowing equation:
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4 Scheduling strategy

4.1 Degree of security deficiency

Before we proceed to the design of the scheduling strat-
egy, we need to construct a model to measure quality of
security provided by a data grid. Specifically, we introduce
a new concept of security deficiency quantified as the dis-
crepancy between requested security levels and offered se-
curity levels. Thus, the security deficiency of the kth security
service for job Ji on site Nj is:

δsite(sc
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With regard to the kth security service, the security defi-
ciency of a data set delivered from site v to site j is defined
by the following equation.
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k
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{
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, (6)

where pk
vj is the security levels provided by the link.

Similarly, the security deficiency for application code
transmitted from site v to site j is expressed as:
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{
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A small security deficiency indicates a high degree of ser-
vice satisfaction. The security deficiency of a job Ji on site
Mj can be derived from the following equation.
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where xcvj and xdvj are two step functions. xcvj = 1 if
the application code is moved from site v to j , otherwise
xcvj = 0. xdvj = 1 if the dataset is fetched from site v to j ,
otherwise xdvj = 0. wk

i is the weight of the kth security ser-
vice, e.g., 0 ≤ wk

i ≤ 1, and
∑q

k=1 wk
i = 1. Note that weights

reflect relative priorities given to security services.
Given a sequent of data-intensive jobs J , the degree of

security deficiency for a data grid M under allocation X is
defined as the sum of the security deficiencies of all the jobs.
The degree of security deficiency can be written as:

DSD(M,J,X) =
∑

∀Ji

n∑

j=1

[xij SDij ], (9)

where xij ∈ X, xij = 1 if Ji is allocated to site Mj ,∑n
j=1 xij = 1.

4.2 Scheduling strategy description

Given a data grid M and a sequence of jobs J , our schedul-
ing strategy is intended to generate an allocation X mini-
mizing the degree of security deficiency computed by (9).
Finally, we can obtain the following non-linear optimization
problem formulation:

minimize DSD(M,J,X) =
∑

∀Ji

n∑

j=1

[xijSDij ]

subject to Ji ∈ J,

n∑

j=1

xij = 1.

Now we present the security- and heterogeneity-aware
scheduling strategy (SAHA). The earliest start time of job
ji on site Mj can be approximated as below:
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where rj represents the finish time of a job currently running
on the j th site, and the second term on the right-hand side is
the overall execution time (security overhead is factored in)
of waiting jobs assigned to site Mj prior to the arrival of Ji .
In other words, the earliest start time of Ji is the sum of
the finish time of the running task and the overall execution
times of the jobs with earlier arrival on site Mj .

The SAHA strategy is outlined in Fig. 2. The goal is to
maximize security while maintaining high performance for

1. for each job Ji submitted to site Mj do
2. for each site Mk in the system do
3. Use Equation (9) to obtain degree of security deficiency;
4. Use Equation (10) to compute the earliest start time;
5. Use Equations (1)-(4) to compute security overhead;
6. Computer the finish time of Ji on site Mj

7. end for
8. Sort all sites in earliest finish time;
9. for a group sites providing the minimal finish time do
10. Find site Mt that minimize the degree of security

deficiency;
11. Update J ′

i s start and finish times, and schedule information;
12. Dispatch Ji and its dataset to site Mt for execution;
13. end for

Fig. 2 The SAHA strategy

data-intensive jobs running on data grids. In order to im-
prove security, SAHA makes an effort to minimize degree
of security deficiency measured by (9) (see Steps 9–10 in
Fig. 2) without performance deterioration.

Before optimizing the degree of security deficiency,
Step 3 manages to calculate the degree of security deficiency
for the submitted job on each site. SAHA sorts all the sites
in a non-decrease order of earliest finish times estimated by
(10) (see Steps 4 and 8). From the group of sites providing
the minimal finish times, Step 10 chooses the most appro-
priate site that substantially reduces the degree of security
deficiency. Step 11 is intended to update information per-
tinent to scheduling decisions, whereas Step 12 dispatches
the job and its dataset to the selected site for execution.

4.3 Risk-free probability

We derive in this subsection the probability Prf (Ji,Mj ) that
Ji remains risk-free during the course of its execution.

The quality of security of a task Ti with respect to the kth
security service is calculated as exp(−λk

i (e
j
i + cij )) where

λk
i is the task’s risk rate of the kth security service, and cij is

the security overhead experienced by the job on site j . The
risk rate is expressed as:
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The quality of security of Ji on site Mj can be obtained
below by considering all security services.

Prf

(
Ji,Mj

) =
q∏

k=1

exp
(−λk

i

(
e
j
i + cij

))

= exp

(
−(

e
j
i + cij

) q∑

k=1

λk
i

)
. (12)



Cluster Comput (2007) 10: 145–153 149

Table 1 Characteristics of system parameters

Parameter Value (fixed)–(varied)

Number of jobs (6400)–

Number of sites (32)–(32, 64,128)

Number of datasets (200)–(100, 200, 400)

Job arrival rate Decided by the trace

Network bandwidth 1 Gbps (billions of bits/s)

Data to be secured 1–10 MB short, 10–50 MB medium, 50–100 MB long

Size of datasets (500–800 MB short jobs, 800 MB–1 GB medium jobs, 1–2 GB long jobs)–(500 MB–2 GB)

Dataset popularity distribution (Regional unif.)–(Uniform, Normal, Geometric)

Dataset popularity threshold (10)–(2, 4, 6, 8, 10)

Number of sites for each dataset (1)–(1, 4, 8)

Size of site group (8)–(1, 2, 4, 8, 16)

Site security level (0.1–1.0)

Job security level (0.1–1.0)

Required security services Encryption, Integrity and Authentication

Weights security services Authentication weight = 0.2, Encryption weight = 0.5, Integrity weight = 0.3

Heterogeneity Computation (1.08)–(0, 1.08, 2.27); Security (0.22)–(0, 0.22, 0.56)

Finally, we obtain the overall quality of security of task
Ti in the system as follows,

Prf (Ji) =
n∑

j=1

{
pij · Prf (Ji,Mj )

}
, (13)

where pij is the probability that Ji is allocated to site Mj .

5 Experimental results

We use simulation experiments based on San Diego Super-
computer Center (SDSC) SP2 traces to evaluate benefits of
the SAHA strategy. To demonstrate the strengths of SAHA,
we compared it with two well-known data grid scheduling
algorithms, namely, JobRandom and JobDataPresent [7],
among which JobDataPresent is the best algorithm based on
results reported in [7]. The two algorithms are briefly de-
scribed as below. (1) JobRandom: For each submitted job,
a randomly selected site is allocated to the job. (2) JobDat-
aPresent: For each submitted job, a site that has required
datasets is assigned to the job. Table 1 summarizes system
parameters of the simulated data grid used in our experi-
ments.

5.1 Simulator and simulation parameters

Dataset popularities are randomly generated with a regional
uniform distribution. All submitted jobs in the trace fall into
three categories based on their execution times. The cate-
gories include short jobs, medium jobs, and long jobs. Ac-

cordingly, we assign each category a dataset size range (re-
gion). Dataset popularities within each range are uniformly
distributed.

We modified the trace by adding a block of data to be
secured for each job in the trace. The size of the security-
required data assigned to each job is controlled by a uni-
form distribution. The performance metrics we used include:
degree of security deficiency (see (1)), risk-free probability
(see (9)), Average Data Transferred (defined as the volume
of transferred data per job), average response time (the re-
sponse time of a job is the time period between the job’s
arrival and its completion and the average response time is
the average value of all jobs’ response time), slowdown ra-
tio (the slowdown of a job is the ratio of the job’s response
time to its service time and the slowdown ratio is the average
value of all jobs’ slowdowns), Average idle time percentage
(an idle time percentage of a site is the ratio of the site’s idle
time to its last job finish time).

5.2 Overall performance comparisons

The goal of this experiment is to compare the proposed
SAHA algorithm against the two heuristics in two dataset
replication methods, DataDoNothing and DataRandom.

Figure 3 shows the simulation results for the three
scheduling algorithms on a data Grid with 32 sites. We ob-
serve from Fig. 3 that SAHA significantly outperforms the
two heuristics in terms of degree of security deficiency and
risk-free probability, whereas JobRandom and JobDataPre-
sent algorithms exhibit similar performance. We attribute
the performance improvement to the fact that SAHA is a
security-sensitive scheduler and judiciously assigns a job to
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Fig. 3 Overall performance comparisons

a site not only considering its computational time but also
its security demands. In addition, SAHA is greatly superior
to the two alternatives in conventional performance metrics
such as average response time and slowdown ratio, which
are mostly concerned by users. The performance improve-
ments of SAHA are at the cost of a higher volume of data
transferred. However, the data transmission overhead can be
largely alleviated by using a high network bandwidth (see
Table 1) that is available in real world. Also, SAHA has a
higher average idle time percentage because it can generate
an effective schedule that leads to a much shorter average
execution time for the job set. The higher idle time percent-
age suggests that the Grid has potential to accommodate
more jobs when the SAHA scheduling algorithm is in place.

5.3 Heterogeneities in computation and security

As we mentioned in Sect. 2, in a heterogeneous distrib-
uted system like a data Grid, the computational times of
a particular job on different sites are distinctive, which
is referred to as computational heterogeneity. Besides, the
security overheads incurred by the job on different sites
are diverse. We name this security heterogeneity. We be-
lieve that both computational and security heterogeneities
are essential characteristics of a security-critical data Grid.
To differentiate execution time from security overhead, we
use the term computational time to refer execution time
without security overhead, and the total execution time
of a job consists of both computational time and secu-
rity overhead. In this experiment we investigate the impact
of these two heterogeneities on system performance. The
three heterogeneity configurations can be found in Table 1.

For simplicity, we call SAHA-DataDoNothing SAHADDN
and SAHA-DataRandom SAHADR. Similarly, JRDDN
stands for JobRandom-DataDoNothing, JRDR stands for
JobRandom-DataRandom, JDPDDN stands for JobDataPre-
sent-DataDoNothing, and JDPDR stands for JobDataPre-
sent-DataRandom.

When both computational heterogeneity and security
heterogeneity are zero, which means the Grid is homo-
geneous, SAHADDN and SAHADR noticeably outper-
forms the other four methods in security and average re-
sponse time but has the same performance in average idle
time percentage (see Fig. 4). Nevertheless, SAHA fully
exhibits its power when the two heterogeneities increase
as shown in Fig. 4. In the last two heterogeneity con-
figurations, SAHA further performs better than the other
two scheduling algorithms JobRandom and JobDataPre-
sent in risk-free probability, average response time, and
slowdown ratio. Also, we observe that JobRandom and
JobDataPresent noticeably perform worse in average re-
sponse time, slowdown ratio, and risk-free probability when
the heterogeneities increase. This is because they are not
heterogeneity-aware, and thus, cannot assign a job to a site
that can provide the earliest computational time in most
cases.

On the contrary, SAHA can further improve its perfor-
mance in security and conventional metrics like average re-
sponse time when the two heterogeneities enlarge. This is
because SAHA is a heterogeneity-aware scheduling algo-
rithm, which can factor in computational heterogeneity as
well as security overhead heterogeneity when allocates a site
for a particular job. Hence, it can always discover a site that
can satisfy a job’s security needs, while results in a less com-
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Fig. 4 Performance impact of computational and security heterogeneity

putational and security overhead. In summary, the strength
of SAHA can be fully demonstrated when a Grid is het-
erogenous in both computation and security, which is a com-
mon scenario in real world. The results suggest that SAHA
can be successfully applied in an existing security-critical
data Grid.

5.4 Impact of characteristics of datasets

In this experiment we evaluate the performance impact of
features of datasets required by the entire job set. The fea-
tures of datasets include distribution of dataset popularity,
threshold of dataset popularity, number of sites for each
dataset, and number of datasets (see Table 1).

The popularity of a given dataset is defined as the to-
tal number of requests issued by the entire job set on the
dataset. Since the distribution of dataset popularity influ-
ence the system performance, we tested three distributions
of dataset popularity, i.e., uniform distribution, normal dis-
tribution, and geometric distribution in this experiment. All
other experiments use a local uniform distribution of dataset
popularity. The uniform distribution resembles an ideal case
where each job randomly selects a dataset to access. The
normal distribution reflects the fact that a majority of jobs
only request a subset of datasets. The geometric distribution
models the scenario in which a group of users interests on
some datasets more than others.

The experimental results are shown in Fig. 5. There
are several important observations based on Fig. 5. Firstly,
SAHA significantly outperforms the other two schedul-
ing algorithms in security, average response time, and

slowdown ratio in all the three distribution cases. More-
over, the distribution of dataset popularity has no impact
on security performance. Secondly, the normal distribu-
tion leads to the shortest average response time and slow-
down ratio. This is because the requests on the datasets
are evenly distributed, and thus, the workload is well bal-
anced. Thirdly, the geometric distribution results in the low-
est volume of average data transferred. This can be ex-
plained by the fact that more dataset replicas of a particu-
lar dataset are created during the course of job scheduling
for the dataset is frequently requested, which is a charac-
teristic decided by geometric distribution. Thus, the sub-
sequent jobs that issue requests on the dataset are most
likely to be assigned to a site where a replica of the
dataset was already there. Therefore, no data transmission
is needed.

The DataRandom data replication policy keeps track of
the popularity of each dataset. When the popularity of a
dataset exceeds a threshold value, a replica of the dataset is
replicated to a random site on the Grid [7]. To evaluate the
impact of the threshold value, we conducted the following
experiment (see Fig. 6).

Figure 6 reveals that the value of dataset popularity
threshold has no influence on security. However, it does af-
fect system performance in average response time, slow-
down ratio, and average data transferred. The lower value
of the threshold is, the more replicas are created. Thus, the
average response time and the slowdown ratio of JDPDR in-
crease when the threshold is escalating. However, SAHADR
almost keeps constant in these metrics as the threshold value
increases. This is because SAHADR take into account the
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Fig. 5 Performance impact of distribution of dataset popularity

Fig. 6 Performance impact of dataset popularity threshold

computational time and security overhead heterogeneities,
which are two dominant items in the total response time of
a job. Compared with these two items, the data transmission
time item is trivial. That is why the dataset popularity thresh-
old cannot obviously affect the performance in the metrics
mentioned above. As for JRDR algorithm, it exhibits some
extent randomness in average response time and slowdown
ratio. This is decided by the random nature of the scheduling
algorithm, which randomly selects a site for a job.

6 Summary and future work

In this paper, a novel security- and heterogeneity-driven
scheduling strategy was developed for data-intensive ap-
plications on data grids. In the first part of this study,
we constructed a model for data-intensive jobs with secu-
rity requirements. In addition, we proposed a new security
overhead model to measure security overheads experienced
by data-intensive jobs. Our scheduling strategy takes into
account datasets accessed and generated by applications,
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thereby maintaining high performance for data grids. By us-
ing the new concept of degree of security deficiency, this
scheduling strategy is capable of improving quality of se-
curity for data grids. We implemented a trace-driven sim-
ulator to evaluate the performance of our approach under
a wide range of workload characteristics. Compared with
four existing scheduling algorithms, our strategy achieved
improvements in security and performance by up to 810%
and 1478%, respectively.

We qualitatively assigned security levels to the security
services based on their respective security capacities. In our
future work, we intend to investigate a quantitative way
of reasonably specifying the security level of each security
mechanism.
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